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1) Introduction 

 

 

2) Synthetic data study: retrieval performance 

•  30 May 2013, 08-16 UTC (see Fig.1): create LWC and REF pro!les („truth“) based 
on observed LWP and Z values (Frisch et al. 1998; 2002) à simulate TBMWR and 
Zcloud „observations“ à IPT à compare retrieved LWC & REF pro!les to „truth“ 

 

Figure	
  2.	
  ScaBerplots	
  of	
  “true”	
  and	
  retrieved	
  LWP	
  (leI)	
  
and	
   REF	
   (right)	
   between	
   8	
   and	
   16	
   UTC	
   on	
   May	
   30,	
  
2013	
   at	
   JOYCE.	
   Values	
   in	
   ()	
   for	
   profiles	
  with	
   LWP>10	
  
gm-­‐2	
  only.	
  

Figure	
   7.	
   MWR	
  
TB	
   b ia s	
   and	
  
s t a n d a r d	
  
devia?on	
   (error	
  
bars)	
   based	
   on	
  
120	
   clear	
   sky	
  
cases	
   between	
  
2012/05/23	
  and	
  
2 0 1 3 / 0 8 / 0 2 .	
  
Simulated	
   TBs	
  
b a s e d 	
   o n	
  
COSMO-­‐DE.	
  

MWR offset analysis 

•  in order to derive the 
atmospher ic s tate as 
completely as possible, the 
combina=on	
   of	
   mul=ple	
  
wavelength	
   ac=ve	
   and	
  
passive	
   remote	
   sensing	
  
instruments	
  is	
  necessary	
  

•  extended version of the 
I n t e g r a t e d P r o ! l i n g 
Technique (IPT; Löhnert et 
al., 2008) to also retrieve 
pro!les of effective radius 
(REF; see Fig. 1) 

Figure	
  8.	
  Time	
  series	
  of	
  MWR-­‐LWP	
  on	
  May	
  
30,	
   2013.	
   Clear-­‐sky	
   offset-­‐corrected	
   LWP	
  
(black)	
  and	
  original	
  LWP	
  (red).	
  	
  

How well do different warm cloud 
retrieval algorithms agree? 

Figure	
  1.	
  Schema?c	
  of	
  the	
   IPT.	
  This	
   IPT	
  has	
  been	
  recently	
  extended	
  to	
  
also	
  retrieve	
  profiles	
  of	
  droplet	
  effec?ve	
  radius	
  (REF)	
  including	
  updated	
  
prior	
  informa?on	
  on	
  LWC	
  and	
  REF	
  and	
  a	
  new	
  forward	
  model	
  for	
  Z.	
  	
  

Sensitivity to Sa and Se 

Effect of measurement offsets and inappropriate forward model assumptions 

Retrieval performance 
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where M is the number of radar-measured gates in the cloud
and ∆z is the length of the radar range gate. Note that for
Eq. 7, a lognormal drop size distribution is assumed with σx

the logarithmic spread of the distribution. Both equations, 6
and 7, rely on the assumption of a constant droplet number
concentration with height. As for the forward model, the
logarithmic spread σx was set to 0.38 representing a typical
value for continental stratus and stratocumulus clouds. The
resulting profiles have been separated into 4 different classes
of cloud thickness: 0-250 m, 250-500 m, 500-750 m, and 750-
1000 m. Every profile has been interpolated to a normalized
10-layer cloud height grid with 0 indicating cloud base and
1 indicating cloud top height. Mean profiles of LWC and
REF as well as the covariance matrix have been calculated
for each class of cloud thickness (see example for clouds with
250-500 m thickness in Figs. 3-4). It can be seen that the
prior LWC and REF values of the different height levels
within a cloud are strongly correlated.

3. Synthetic data study

Before applying the IPT to real measurements, we will
test the retrieval performance from a theoretical point of
view using synthetic observations. Knowing the truth, i.e.
the true T, q, LWC, and REF profiles, we can simulate what
the instruments would observe. In this way, we can test how
the retrieval behaves under ideal conditions. Ideal means
that no (unknown) instrument biases exist and the forward
model and the corresponding assumptions in the forward
model are appropriate. The simulated observations are thus
totally consistent with the assumed atmospheric state. On
the one hand this approach tests if the retrieval and its equa-
tions have been set up properly, on the other hand it allows
to analyse the sensitivity of the retrieval to prior, measure-
ment and forward model uncertainties. In the real world,
it is likely that measurements are biased due to calibration
errors or drifts in the instrument. Such measurement biases
can not be accounted for by the optimal estimation frame-
work and need to be removed from the measurements before
used in the retrieval. However, such a bias or offset correc-
tion is not easy to perform and biases in the measurements
will probably remain. The synthetic study will also allow to
assses the effect of measurement bias errors in the retrieval.
Furthermore, in the real world, the forward model might not
always be appropriate; e.g. we assume a certain DSD which
might not represent the true DSD in the observed cloud.
Such errors can also be analysed on the basis of synthetic
data. The question is: which error is expected to cause the
largest uncertainty?

The sensitivity study will be performed for one atmo-
spheric profile. In order to set up realistic profiles of T, q,
LWC and REF, we have selected one profile at 11:00 UTC
on May 30, 2013, where a stratus cloud was observed at
JOYCE with a geometrical thickness of about 374 m. The
true T and q profiles were generated by temporally interpo-
lating between two radiosonde ascents which are available
at 00 and 12 UTC. The true LWC and REF profiles were
created using Eqs. 6 and 7 together with the observed cloud
radar reflectivity Z and the MWR LWP (65.3 gm−2) from a
multiple linear regression method. Using the forward mod-
els as described in section 2.2, we can simulate what the
instruments would observe. These synthetic measurements
can then be used in the IPT and the retrieved profiles anal-
ysed with respect to the prior and the true profiles. Note
that we put random noise on the simulated measurements

according to the uncertainties as described in section 2.2.
Furthermore, we assume the Z uncertainty to be 1 dB in
each height. For the moment, we do not include forward
model uncertainties. The effect of those will be analyzed in
...

The retrieved, prior and true profiles for this case are de-
picted in Figs. 5 and 6. Convergence has been achieved after
5 iterations. A χ2 test indicates that the retrieved profiles
are consistent with the measurements. Also the difference
to the true profiles has not been found to be significant. For
T and q, the retrieved profiles in general follow the prior
profiles. The temperature inversion at around 2 km is not
captured by the IPT but the retrieved temperature in the
lowest 500 m is very close to the true T profile. For humid-
ity, deviations of the retrieved profile from the prior can be
observed in the lowest 2 km. Here, the retrieval shifts the
q profile to the higher values of the radiosonde although, in
general, the shape of the retrieved profile is similar to the
prior one. The true T and q profiles are not always within
the theoretical retrieval errors based on Eq. 3. In particular,
the temperature inversion is not within the retrieval uncer-
tainties. The DOFs for the T and q profiles are only 1.1
and 0.3, respectively, which implies that the TBs only have
a small influence on the retrieved T and q profiles. Under
clear-sky, horizontally homogeneous conditions, MWR ob-
servations at different elevation angles could be included to
improve the T profile information. However, in this study,
we will focus on the retrieval of the liquid cloud properties
where also the cloud radar provides information and the
sensor synergy is possible. For both, LWC and REF, the
retrieved profiles agree very well with the true profiles: the
true profiles are within the theoretical retrieval errors. The
retrieval is able to adjust for the rather low LWC and REF
prior values. The DOFs in this case are 4.9 for LWC and 4.5
for REF implying that 38% and 34% of the profile informa-
tion, respectively, is provided by the measurements. Note
that from the MWR measurements, it is expected that they
maximally provide roughly 1 DOF for the cloud properties,
i.e. the LWP [Crewell et al., 2009]. Additionally, the 13
cloud radar reflectivities, i.e. one for each of the 13 cloudy
radar bins, will maximally add another 13 DOF since we as-
sume that they are independent from each other. Thus, the
maximum DOF for the LWC and REF profiles are expected
to be about 14 DOF in total.

3.1. Sensitivity to Sa

Since we use climatological values for the prior T, q, LWC
and REF profiles, their variances in Sa are large (see also

Figure 7. DOFs (top) and theoretical relative error
(bottom) for REF (solid line) and LWC (dashed line) as
a function of the prior REF uncertainty. The results for
the standard prior information used in the IPT are indi-
cated by a square.
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Figure	
  3.	
  True,	
  prior	
  and	
  retrieved	
  LWC	
  (leI)	
  and	
  
REF	
  (right)	
  profiles	
  for	
  a	
   liquid	
  cloud	
  with	
  374	
  m	
  
thickness	
   and	
   a	
   LWP	
   of	
   65	
   gm-­‐2.	
   1-­‐sigma	
   IPT	
  
uncertainty	
  as	
  shaded	
  area.	
  In	
  this	
  study,	
  Se	
  only	
  
includes	
  measurement	
  noise.	
  

DOF	
  4.9	
  (38%)	
  
theore=cal	
  error	
  31%	
  

rel.	
  RMSE	
  8%	
  	
  

4.5	
  (34%)	
  
10%	
  
6%	
  	
  

•  true LWP and REF values generally 
very well reproduced 

•  only when LWP very small (<10 gm-2), 
large erros in retrieved REF 

BIAS:	
  -­‐2.1	
  gm-­‐2	
  
RMSE:	
  3.2	
  gm-­‐2	
  
rel.	
  RMSE:	
  4	
  %	
  	
  

BIAS:	
  -­‐0.08	
  (0.04)	
  µm	
  
RMSE:	
  0.7	
  (0.3)	
  µm	
  
rel.	
  RMSE:	
  20	
  (8)	
  %	
  	
  

•  focus	
  on	
  profile	
  at	
  11	
  UTC:	
  cloud	
  
thickness	
  374	
  m	
  (13	
  bins),	
  	
  
LWP=65	
  gm-­‐2	
  à	
  sensi=vity	
  studies	
  

Figure	
  4.	
  DOFs	
  (top)	
  and	
  theore?cal	
  rela?ve	
  error	
  
(boBom)	
  for	
  REF	
  (solid	
  line)	
  and	
  LWC	
  (dashed	
  line)	
  
as	
  a	
  func?on	
  of	
  the	
  prior	
  REF	
  uncertainty.	
  	
  

Table	
  1.	
  DOFs	
  and	
  theore?cal	
  retrieval	
  error	
  (in	
  
%)	
   for	
   REF	
   and	
   LWC	
   for	
   different	
   variances	
   in	
  
Se.	
  Last	
  column:	
  same	
  measurement	
  noise	
  as	
  in	
  
first	
  column	
  +	
  radar	
  forward	
  model	
  uncertainty	
  
of	
  2.3	
  dB	
  (standard	
  IPT	
  configura?on).	
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is similar as discussed before. Also, the theoretically errors
increase as described before except that the values are larger
and the increase in the LWC error is even more pronounced.
While an increase from 50% to 100% in the prior REF uncer-
tainty causes an increase from 25% to 38% in the theoretical
REF error, the theoretical LWC error changes from 90% to
130%. With uncorrelated uncertainties in the prior cloud
properties, spurious convergence occurs more often, i.e. for
REF prior uncertainties smaller than 29% (Fig. 10) and
even though the χ2 test on xIPT − xtrue might be passed.

These sensitivity studies showed that correctly setting up
the prior information including its covariance matrix is cru-
cial for a good retrieval performance. It has to be noted that
the prior information which is used as standard in the IPT
fulfilled both χ2 tests, i.e. on yIPT −yobs and xIPT −xtrue.

3.2. Sensitivity to Se

In the standard configuration of the IPT, the random
measurement errors for the TBs range from 0.2-0.5 K
depending on the frequency and for Z between 1-2 dB
(Sec. 2.2). For simplicity, we used 1 dB in the precedent syn-
thetic example. Defining measurement errors is not trivial
since they depend on the instrument characteristics which
might change in time and might also depend on the atmo-
spheric situation. Eventually, the errors provided can be
regarded as a best estimate for the random measurement
error. Although the numbers given before represent realistic
errors for the TB and Z measurements, we want to analyse
in the following the effect of larger measurement errors in
the retrieval. We also omitted forward model uncertainties
up to know which can be in the order of magnitude of the
measurement errors or even larger. As discussed already in
..., forward model uncertainties for the MWR forward model
are difficult to estimate. For the cloud radar forward model,
we can estimate the uncertainty of the forward model re-
garding the uncertainty of the DSD parameter used in the
assumed lognormal DSD. This uncertainty results in a for-
ward model uncertainty of about 2.3 dB. We do not include
any inherent model uncertainties which might exist. In real-
ity, the major uncertainty is the DSD itself which we assume
to be lognormal. If any other DSD is present, the forward
model is not appropriate and the errors are even larger. This
effect will be analysed in section BLABLABLA.

Furthermore, measurement errors might be correlated.
For the HATPRO instrument, for example, the correlation
between the random noise of the 14 frequencies has been
determined by continuously measuring the TBs of a black
body with a known temperature. The correlation between
the noise of 22.24-31.4 GHz channels, as well as of the 51.26-
58.0 GHz channels, has found to be about 0.1-0.4, while no
correlation has been found between channels from the K-
and V-band.

In order to analyse the effect of increased random noise,
we performed two experiments where we doubled (tripled)
the random measurement error in our example. In addi-
tion, we applied the standard configuration of the IPT with
unmodified measurement errors but inclusion of the radar
forward model error of about 2.3 dB. The results are shown
in Table 1.

Increasing the measurement error results in decreased
DOF and in increased theoretical errors for both, LWC and
REF. In particular, doubling the measurement error reduces
the DOF by 17% and 14% for LWC and REF, respectively,
tripling by even 28% and 25%. At the same time, the the-
oretical retrieval error increases by 23% and 26% for LWC
and REF, respectively, and even by about 50% for both vari-
ables, if the measurement errors are tripled. In the standard
IPT configuration, the 2.3 dB error due to the uncertainty
of the logarithmic spread of the lognormal DSD is added

to the measurement uncertainties as seen in Table 1. For

the selected example, this results in 3.8 and 3.6 DOF for

the LWC and REF profiles, respectively, with theoretical

errors of 36% and 13%. The resulting LWC and REF pro-

files are very similar to the ones depicted in Fig. 6 except

for some slight changes in the upper part of the cloud (not

shown). Note that in all of these configurations, the χ2 tests

on yIPT −yobs and xIPT −xtrue are passed. Tests including

the correlation of the noise of the TB measurements in Se

Figure 11. Retrieved (thin lines) and true (thick line)
LWC (left) and REF (right) profiles for synthetic study
on May 30, 2013, 11:00 UTC, for different biases in Z.
Positive (negative) Z bias in red (blue).

Table 2. Relative RMSE in LWC and REF with respect
to true mean value (in %) for different offset errors in radar
reflectivity Z.

Offset (dB) relative RMS error (%)
LWC REF

0 7.8 6.1
1 7.8 10.2
-1 7.9 9.1
2 8.2 17.7
-2 8.4 14.8
3 8.7 26.1
-3 9.0 20.8

Figure 12. Retrieved (thin lines) and true (thick line)
LWC (left) and REF (right) profiles for synthetic study
on May 30, 2013, 11:00 UTC, for different TB biases at
31.4 GHz. Positive (negative) TB bias in red (blue).
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is similar as discussed before. Also, the theoretically errors
increase as described before except that the values are larger
and the increase in the LWC error is even more pronounced.
While an increase from 50% to 100% in the prior REF uncer-
tainty causes an increase from 25% to 38% in the theoretical
REF error, the theoretical LWC error changes from 90% to
130%. With uncorrelated uncertainties in the prior cloud
properties, spurious convergence occurs more often, i.e. for
REF prior uncertainties smaller than 29% (Fig. 10) and
even though the χ2 test on xIPT − xtrue might be passed.

These sensitivity studies showed that correctly setting up
the prior information including its covariance matrix is cru-
cial for a good retrieval performance. It has to be noted that
the prior information which is used as standard in the IPT
fulfilled both χ2 tests, i.e. on yIPT −yobs and xIPT −xtrue.

3.2. Sensitivity to Se

In the standard configuration of the IPT, the random
measurement errors for the TBs range from 0.2-0.5 K
depending on the frequency and for Z between 1-2 dB
(Sec. 2.2). For simplicity, we used 1 dB in the precedent syn-
thetic example. Defining measurement errors is not trivial
since they depend on the instrument characteristics which
might change in time and might also depend on the atmo-
spheric situation. Eventually, the errors provided can be
regarded as a best estimate for the random measurement
error. Although the numbers given before represent realistic
errors for the TB and Z measurements, we want to analyse
in the following the effect of larger measurement errors in
the retrieval. We also omitted forward model uncertainties
up to know which can be in the order of magnitude of the
measurement errors or even larger. As discussed already in
..., forward model uncertainties for the MWR forward model
are difficult to estimate. For the cloud radar forward model,
we can estimate the uncertainty of the forward model re-
garding the uncertainty of the DSD parameter used in the
assumed lognormal DSD. This uncertainty results in a for-
ward model uncertainty of about 2.3 dB. We do not include
any inherent model uncertainties which might exist. In real-
ity, the major uncertainty is the DSD itself which we assume
to be lognormal. If any other DSD is present, the forward
model is not appropriate and the errors are even larger. This
effect will be analysed in section BLABLABLA.

Furthermore, measurement errors might be correlated.
For the HATPRO instrument, for example, the correlation
between the random noise of the 14 frequencies has been
determined by continuously measuring the TBs of a black
body with a known temperature. The correlation between
the noise of 22.24-31.4 GHz channels, as well as of the 51.26-
58.0 GHz channels, has found to be about 0.1-0.4, while no
correlation has been found between channels from the K-
and V-band.

In order to analyse the effect of increased random noise,
we performed two experiments where we doubled (tripled)
the random measurement error in our example. In addi-
tion, we applied the standard configuration of the IPT with
unmodified measurement errors but inclusion of the radar
forward model error of about 2.3 dB. The results are shown
in Table 1.

Increasing the measurement error results in decreased
DOF and in increased theoretical errors for both, LWC and
REF. In particular, doubling the measurement error reduces
the DOF by 17% and 14% for LWC and REF, respectively,
tripling by even 28% and 25%. At the same time, the the-
oretical retrieval error increases by 23% and 26% for LWC
and REF, respectively, and even by about 50% for both vari-
ables, if the measurement errors are tripled. In the standard
IPT configuration, the 2.3 dB error due to the uncertainty
of the logarithmic spread of the lognormal DSD is added

to the measurement uncertainties as seen in Table 1. For

the selected example, this results in 3.8 and 3.6 DOF for

the LWC and REF profiles, respectively, with theoretical

errors of 36% and 13%. The resulting LWC and REF pro-

files are very similar to the ones depicted in Fig. 6 except

for some slight changes in the upper part of the cloud (not

shown). Note that in all of these configurations, the χ2 tests

on yIPT −yobs and xIPT −xtrue are passed. Tests including

the correlation of the noise of the TB measurements in Se

Figure 11. Retrieved (thin lines) and true (thick line)
LWC (left) and REF (right) profiles for synthetic study
on May 30, 2013, 11:00 UTC, for different biases in Z.
Positive (negative) Z bias in red (blue).

Table 2. Relative RMSE in LWC and REF with respect
to true mean value (in %) for different offset errors in radar
reflectivity Z.

Offset (dB) relative RMS error (%)
LWC REF

0 7.8 6.1
1 7.8 10.2
-1 7.9 9.1
2 8.2 17.7
-2 8.4 14.8
3 8.7 26.1
-3 9.0 20.8

Figure 12. Retrieved (thin lines) and true (thick line)
LWC (left) and REF (right) profiles for synthetic study
on May 30, 2013, 11:00 UTC, for different TB biases at
31.4 GHz. Positive (negative) TB bias in red (blue).

Figure	
  5.	
  Retrieved	
  and	
  true	
  LWC	
  (leI)	
  
and	
   REF	
   (right)	
   profiles	
   for	
   synthe?c	
  
study	
  on	
  May	
  30,	
  2013,	
  11:00	
  UTC,	
  for	
  

How	
  large	
  is	
  the	
  retrieval	
  error	
  if	
  the	
  true	
  
DSD	
  differs	
  from	
  the	
  assumed	
  one?	
  
à	
  simulate	
  TB	
  and	
  Z	
  „observa=ons“	
  for	
  
typically	
  observed	
  DSD	
  (lognormal,	
  
modified	
  gamma)	
  but	
  assume	
  lognormal	
  
DSD	
  with	
  fixed	
  logarithmic	
  spread	
  (0.38)	
  in	
  
retrieval	
  

Figure	
  6.	
  Spread	
  of	
  rel.	
  RMSE	
  of	
  LWC	
  (leI)	
  and	
  REF	
  (right)	
  
due	
   to	
  poten?al	
  measurement	
  offset	
  errors	
   (see	
  also	
  Fig.	
  
5)	
  and	
  differences	
  in	
  the	
  assumed	
  and	
  true	
  DSD.	
  

offset	
  effect	
   DSD	
  effect	
   offset	
  effect	
   DSD	
  effect	
  

Offset	
  
(dB)	
  

rel.	
  RMSE	
  error	
  
(%)	
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Figure 8: Time series of liquid water path (LWP; top), cloud optical thickness (COT; middle)
and reff,liq (bottom).
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Figure	
   13.	
   Cloudnet	
  
categoriza?on	
   on	
  
March	
  17,	
  2014,	
   for	
  
JOYCE.	
  	
  

Figure	
   14.	
   Time	
   series	
   of	
   LWP	
   (top)	
  
and	
  REF	
   (boBom)	
  on	
  March	
  17,	
   2014,	
  
for	
  different	
  retrieval	
  methods.	
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Figure	
   15.	
   Boxplots	
   of	
   5-­‐min	
  
averaged	
   LWP	
   (top)	
   and	
   REF	
  
(boBom)	
  on	
  March	
  17,	
  2014.	
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Figure 10: Histograms of 5-min averaged COT (left) and reff,liq (right).

Figure 11: Boxplots of 5-min averaged liquid water path (LWP; top left), cloud optical
thickness (COT; top right) and reff,liq (bottom). Median (line in box), 0.25 and 0.75 quantiles
(box boundaries), and minimum and maximum values (whiskers) of the data sample are
shown.
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Figure	
  11.	
  Time	
  series	
  of	
  LWP	
  (top)	
  
and	
  REF	
  (boBom)	
  on	
  May	
  30,	
  2013,	
  
for	
  different	
  retrieval	
  methods.	
  

Decimal	
  hours	
  on	
  20130530	
  /	
  UTC	
  

RE
F	
  
/	
  µ

m
	
  

5	
  

0	
  

10	
  

15	
  

8	
   10	
   12	
   14	
   16	
  

20	
  

Figure	
   12.	
   Boxplots	
   of	
   5-­‐min	
  
averaged	
   LWP	
   (top)	
   and	
   REF	
  
(boBom)	
  on	
  May	
  30,	
  2013.	
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•  IPT	
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  very	
  well	
  in	
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•  accurate	
  knowlegde	
  of	
  appropriate	
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  crucial	
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  offset	
  errors	
  can	
  significantly	
  increase	
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  retrieval	
  
error	
  (TBàLWC,	
  Zà	
  REF)	
  

•  uncertain=es	
  in	
  assumed	
  DSD	
  can	
  cause	
  REF	
  errors	
  of	
  the	
  same	
  
order	
  of	
  magnitude	
  

• measurement	
  offset	
  correc=on	
  crucial	
  but	
  quan=fica=on	
  difficult	
  
•  IPT	
  results	
  consistent	
  with	
  Frisch	
  et	
  al.	
  (1998,	
  2002)	
  retrieval	
  
•  all	
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  provide	
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Figure 8: Time series of liquid water path (LWP; top), cloud optical thickness (COT; middle)
and reff,liq (bottom).
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Figure 10: Histograms of 5-min averaged COT (left) and reff,liq (right).

Figure 11: Boxplots of 5-min averaged liquid water path (LWP; top left), cloud optical
thickness (COT; top right) and reff,liq (bottom). Median (line in box), 0.25 and 0.75 quantiles
(box boundaries), and minimum and maximum values (whiskers) of the data sample are
shown.
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Figure	
  10.	
  Boxplots	
  of	
  retrieved	
  LWP	
  (top)	
  
and	
  REF	
  (boBom)	
  on	
  March	
  17,	
  2014,	
  8-­‐16	
  
UTC,	
  for	
  different	
  TB	
  correc?ons.	
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Figure 6: Time series of IWV (top), LWP (middle) and differences in LWP (bottom) on
20130530.
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Figure	
   9.	
   Time	
  
series	
   of	
   IWV	
  
on	
   May	
   30,	
  
2013,	
   for	
   dif-­‐
ferent	
   retrieval	
  
methods.	
  

•  comparison of IPT-LWC and REF 
to other commonly used retrieval 
methods: 
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