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Conclusion and perspective 
 
 •  Inefficient overlap for shallow boundary layer clouds is 

supported by observations and LES. 
•  Observations and LES depict a decreasing overlap 

efficiency with time after cloud onset. 
•  Agreement between observations and LES models 

suggest their use as a virtual laboratory for 
parameterization development for larger scale models. 

Dutch Atmospheric LES model 
•  Homogeneously driven by ECMWF analyses 
•  Horizontal and vertical resolution: 50 m, 40 m 
Cloudnet cloud classification 
•  “cloud droplets only” pixels are used 
•  Time and vertical resolution: 30 s, 30 m 

Overlap efficiency 

Large-scale models for weather 
and climate cannot resolve 
clouds within a vertical grid 
column and rely on parameteri-
zations, leading to uncertainty 
in the representation of clouds 
and the way they overlap in the 
vertical. The uncertainty in the 
c loud over lap remains a 
significant source of error in the 
Earth’s radiation budget. 

Figure 1 - Real and simulated cumulus clouds. 

Next step: long-term rigorous verification of LES 
results at fixed meteorological supersites with 

continuously operated instrumentation.  
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Figure 1. Time-height section of Cloudnet cloud classification on 27 April 2013 with inlet illustrating a model grid
with 15 min temporal and 1500 m vertical resolution. Ice pixels are yellow; liquid pixels are light blue.

2. Observational Method and Data
2.1. Observations
The measurements used in this study were performed at the Jülich Observatory for Cloud Evolution (JOYCE)
[Löhnert et al., 2014], including cloud radar, ceilometer, and microwave radiometer. Five case studies in
April–August 2013 are selected, and the Cloudnet classification algorithm of Illingworth et al. [2007] is applied
to distinguish clear sky from cloudy pixels and to further separate liquid from ice phase. Pixel size is defined
by cloud radar temporal (30 s) and range resolution (30 m). In order to mimic the typical discretization of
large-scale models, daily time-height sections of the cloud masks are divided into equally sized grid boxes,
using a temporal resolution of 3 or 15 min (which, assuming the mean advective wind speed to be 10 m/s,
correspond, respectively, to 2 and 9 km) and a vertical discretization ranging from 60 to 1500 m. The coarsest
time resolution (15 min) was not used for two (27 April and 19 May) of the five days under examination due
to the employed radar scanning strategy, which included 3 min of off-zenith measurements every 6 min
(see Figure 1). For each grid box, Ca and Cv are computed, which allows calculation of the overlap ratio.
Clear-sky (i.e., Ca = Cv = 0) and full-cloudy (i.e., Ca = Cv = 1) grid boxes are ruled out from the computation.
Means of the overlap ratio over the period of the day featuring boundary layer clouds (referred in the
following text as daily mean) or over 1 h (hourly mean) can then be studied as a function of layer depth. For
reference cloud overlap will also be expressed in terms of the decorrelation length as proposed by Hogan and
Illingworth [2000].

2.2. DALES Simulations
Large-eddy simulations are performed for the same cases, making use of the DALES code and adopting the
model configuration as described by Neggers et al. [2012]. In this setup, the LES is homogeneously driven
by time-dependent large-scale forcings derived from analysis data. In this study analysis, data from the
operational numerical weather prediction system Integrated Forecasting System of the European Centre
for Medium-Range Weather Forecasts (ECMWF) is used. Smaller-scale processes, unresolved by the forecast
model, including turbulence, radiation, cumulus cloud physics, and dynamics, are explicitly calculated (i.e.,
resolved) by the LES model, which can thus be interpreted as a local downscaling of the GCM larger-scale
state. The DALES code also includes a land surface parametrization, which closely resembles the ECMWF
parametrization (see Heus et al. [2010], for more details). The simulations are performed on a domain of
12.8×12.8×5 km, at a resolution of 50 m in the horizontal directions and 40 m in the vertical direction. Every
simulation covers one diurnal cycle, starting at midnight. Only the daytime period of the simulations is con-
sidered; the hours before sunrise are regarded as spin-up and not included in any analysis. The overlap ratio
in the LES simulations could be computed straightforwardly as the ratio of domain-mean values of Cv and Ca,
but this would not be consistent with the observations. Instead, the overlap ratio in LES is calculated from sin-
gle columns sampled from the three-dimensional grid at fixed locations at a frequency of 1∕30 s−1, using the
identical procedure as applied in the processing of the observational data.

3. Results
3.1. Overlap Ratio in Shallow Cumuli
Figure 2a shows the daily mean overlap ratio as a function of layer depth (15 min time resolution) for the 5 June
2013, which featured a clear-sky day, with shallow boundary layer clouds developing in the early afternoon
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Figure S1. Scatterplots of Ca vs Cv for 15 minutes time resolution from observations (a) and

LES simulations (b) for three different vertical resolutions (120, 320 and 600m). Overplotted

(solid lines) best fitted curves using Eq. 4. Panel (c): f parameter as a function vertical

resolution from observation (OBS) and LES simulations.
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Figure 2. Overlap ratio R as a function of vertical grid resolution h on 5 June 2013: (a) daily mean values (diamonds)
and inverse linear fitting curves (thick lines) from model and observations and (b) hourly mean values (diamonds) and
inverse linear fitting curves (thick lines) between 10:30 UTC and 15:30 UTC from observations only. Error bars are the
standard deviation of the mean overlap ratio within the time period considered. LES simulations have been forced
using ECMWF analysis.

(base height ranging from 1 to 2 km). Observed and DALES-simulated overlap ratios were least squares fitted
using the inverse linear functional form

R = (1 + !h)−1 (1)

with h being the layer depth. The fit parameter is found to be ! = 6.3 × 10−3 m−1 when derived from the
DALES simulation, compared with ! = 5.2 × 10−3 m−1 for observations. These values are roughly similar to
those reported by Neggers et al. [2011] for LES of subtropical marine shallow cumulus and thus corroborates
with their numerical results on cumuliform cloud overlap inefficiency.

Alternatively, the projected cloud cover Cp can be expressed as a blend between the limit cases of maximum
(Cmax) and random (Crand) overlap:

Cp = "Cmax + (1 − ")Crand (2)

with blending parameter " as a function of the layer thickness Δz:

" = exp
(
− Δz
Δz0

)
(3)

in which Δz0 is the decorrelation length.

Table 1 lists the ! values for all five selected cases, calculated using daily mean values of R, at both 3 and
15 min time resolutions. The associated decorrelation length [Hogan and Illingworth, 2000], fitted over the
first 200 m, is also given for reference. Good agreement between observations and LES is reported for all
cases and at both time resolutions, suggesting that overlap in the model clouds is similar to that observed
in nature. Note that the decorrelation lengths are all much smaller (mostly less than 300 m) than previously

Table 1. ! Parameter (m−1) (Fitted Using Daily Mean R Values) and Decorrelation Length (m) on Different Days in 2013
Featuring Boundary Layer Clouds Calculated From Observations and LES Simulations for 3 and 15 min Time Resolutions

3 min 15 min

! × 103 Decorrelation Length ! × 103 Decorrelation Length

Day Observations LES Observations LES Observations LES Observations LES

27 Apr 4.9 4.5 590 180 - - - -

19 May 5.8 6.2 157 127 - - - -

5 Jun 4.7 6.5 160 148 5.2 6.3 170 202

10 Jun 4.4 4.9 253 104 4.7 5.7 213 153

20 Aug 5.3 6.6 249 120 5.0 7.0 237 239
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Figure 3. Time series of fit parameter ! (m−1) on the 5 June 2013 from
observations (black) and ECMWF-driven (blue) LES simulation for two
randomly chosen locations. Error bars are standard error of mean !
parameter over the time period under examination.

shows the repetition of this exercise for
all five cases: the exponential form does
not appear as its associated "2 value
is significantly higher than that for the
other two functional forms on all five
days. The inverse linear fit proved to
be systematically more accurate than
the power law fit, and this is indepen-
dent of temporal resolution, thus con-
firming what was suggested by Neggers
et al. [2011].

3.3. Diurnal Cycle of !
The inverse linear fit can be used to in-
vestigate the time evolution of ! during
the diurnal development of the shallow
cumulus-capped boundary layer. To this
purpose we focus on 5 June 2013, cho-
sen here because this case closely
resembles the prototype view of a tran-
sient cumulus-topped boundary layer

over land. The time period between 10:30 UTC and 15:30 UTC, when cumuli were present, is discretized into
1 h bins, for each of which the overlap ratio values are averaged using a temporal resolution of 15 min. The
inverse linear fit is then applied yielding a ! value for each subperiod. The hourly mean overlap ratios as a
function of h are plotted in Figure 2b, suggesting that the overlap efficiency decreases with diurnal time
after cloud onset, with ! ranging from a minimum at cloud onset (2.2 × 10−3 m−1) toward a maximum in the
13:30–14:30 UTC period (7.9 × 10−3 m−1). Figure 3 not only shows the associated observed time series of !
but also includes LES results at two different random locations in the domain. Interestingly, the DALES runs
show a similar pattern, with a progression from minimum ! values (i.e., more efficient overlap) at cloud onset
toward peak values (i.e., less efficient overlap) at a later stage.

The question is what controls the observed time development of overlap efficiency. Interestingly, Neggers
et al. [2011] reported the opposite trend during another case of transient continental cumulus at the Southern
Great Plains site of the Atmospheric Radiation Measurement Program, with overlap becoming more efficient
during the day. This is in line with the idea that convection gains strength as the day progresses, perhaps favor-
ing more maximum overlap. For this reason cloud cover has been suggested as a controlling factor [Brooks
et al., 2004], as it typically decreases during the day. However, the observations for the 5 June 2013 case pre-
sented here do not follow this theory; cloud fraction also decreases, but overlap efficiency decreases. Ongoing
research (not shown here) suggests that the size statistics of the cloud population play an important role,
finding good correlations between overlap efficiency and maximum cloud size.

Figure 4. Scatterplots of simulated and observed ! values (m−1) for (left) 15 and (right) 3 min time resolutions,
calculated using hourly mean values of R.
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Figure 2 - Time-height section 
of Cloudnet cloud 
classification on 27 April 2013 
at the Joyce supersite. The 
inlet illustrates a model grid 
with 15 min temporal and 
1500 m vertical resolution. Ice 
pixels are yellow; liquid pixels 
are light blue. 

Figure 3 - Scatterplots of Ca vs Cv 
for 15 minutes time resolution 
from observations (a) and LES 
simulations (b) for three different 
vertical resolutions (120, 320 and 
600m). 

Figure 4 - Daily mean values (diamonds) and inverse 
linear fitting curves (thick lines) of the overlap ratio R as 
a function of vertical grid resolution h on 5 June 2013. 
Error bars are the standard deviation of the mean 
overlap ratio within the time period considered.  

Figure 5 - Daily mean values (diamonds) and inverse 
linear fitting curves (thick lines) of the overlap ratio R as 
a function of vertical grid resolution h on 5 June. Error 
bars are the standard deviation of the mean overlap ratio 
within the time period considered.  

5 cases featuring boundary layer clouds at JOYCE 

To mimic the discretization of large-scale models, daily time-height 
sections of the cloud masks are divided into equally sized grid boxes, 
using a temporal resolution of 3 or 15 min (~ 2 and 9 km assuming a 
wind speed of 10 m/s). 

•  Cloud cover by area Ca and by volume Cv are calculated using a 
vertical discretization ranging from 60 to 1500 m for LES and 
observations. 

Cloud overlap efficiency as a function of layer depth h is described by: 
1.  Overlap ratio R    R = Cv / Ca 

    fit parameter β    R(h) = (1+β h)-1 
 

2.  Overlap parameter α   Ca = α Cmaximum + (1 - α)Crandom 
    decorrelation length Z0  α(h) = exp(-h / Z0) 

Inefficient cloud overlap at small 
scales is supported by observations  
•  Agreement is found between R 

derived from observations and 
simulations.  

•  Decorrelation lengths are much 
smaller (< 300 m) than previously 
reported (> 1 km). 

•  Including stratiform ice cloud (fig. 2) 
β drops by one order of magnitude. 

Investigation of the time evolution of 𝛽 during the diurnal development 
of the shallow cumulus-capped boundary layer is performed for one 
case study. The period featuring boundary layer cloud is discretized 
into 1 h bins, for each of which the overlap ratio values are averaged 
using a temporal resolution of 15 min.  

Figure 6 - Time series of fit parameter 𝛽 (m−1) from 
observations (black) and ECMWF-driven (blue) LES 
simulation for two randomly chosen locations. Error bars 
are standard error of mean 𝛽 parameter over the time 
period considered.  
 

•  Overlap efficiency, together with cloud cover, decreases with time after 
cloud onset. 

•  LES and observations show similar behaviour. 
•  Previous study reports an opposite behaviour for a case of transient 

continental cumulus at the ARM SGP site. 
•  The factor controlling the overlap efficiency evolution remains unclear 

and will be investigated in future studies. 

This study aims to compare shallow cumuli vertical overlap statis- 
tics derived from high-resolution ground-based measurements 
and LES simulations.  
A better understanding of the unresolved cloud overlap now opens 
the door for parametrizations, leading to a more reliable cloud radia-
tive budget in large-scale models.  


