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2) Synthetic data study: retrieval performance

30 May 2013, 08-16 UTC (see Fig.1): create LWC and REF profiles („truth“)
based on observed LWP and Z values (Frisch et al. 1998; 2002) à simulate
TBMWR and Zcloud „observations“ à IPT LWC & REF à comparison to „truth“

Figure	
  3.	
  Scatter	
  plots	
  of	
  true	
  and	
  retrieved	
  LWP	
  (left),	
  LWC	
  (middle)	
  and	
  REF	
  (right)	
  for	
  synthetic	
  
case	
  study	
  on	
  May	
  30,	
  2013	
  at	
  JOYCE. Values	
  in	
  ()	
  refer	
  to	
  profiles	
  with	
  LWP>10	
  gm-­‐2.

Measurement biases and impact on
IPT results

Figure	
  1.	
  Schematic	
  of	
  the	
  IPT.	
  The	
  IPT	
  has	
  
been	
  recently	
  extended	
  to	
  also	
  retrieve	
  
profiles	
  of	
  droplet	
  effective	
  radius	
  (REF)	
  
including	
  updated	
  prior	
  information	
  on	
  LWC	
  
and	
  REF	
  and	
  a	
  new	
  forward	
  model	
  for	
  Z.	
  

Theoretical retrieval error and
degrees of freedom for signal

Effect of inappropriate forward
model assumptions
How	
  large	
  is	
  the	
  retrieval	
  error	
  if	
  the	
  
true	
  DSD	
  differs	
  from	
  the	
  assumed	
  
one?	
  à simulate	
  TB	
  and	
  Z	
  
„observations“	
  for	
  typically	
  observed	
  
DSDs	
  but	
  assume	
  fixed	
  lognormal	
  DSD	
  
(σx=0.38)	
  in	
  IPT

Figure	
  7.	
  Spread	
  of	
  rel.	
  RMSE	
  of	
  LWP,	
  LWC	
  and	
  REF	
  
due	
  to	
  differences	
  in	
  the	
  assumed	
  and	
  true	
  DSD.

standard
noise

2x	
  
TB noise

2x
Z noise

correlated
TB	
  noise

DOF
T 2.3 1.9 2.3 2.4
q 1.6 1.3 1.6 1.6

LWC	
  (%) 29.0 28.4 28.8 29.0
REF	
  (%) 28.8 28.7 28.6 28.8

IPT	
  uncertainty
LWC	
  (gm-­‐3) 0.06 0.07 0.06 0.06
REF	
  (µm) 0.6 0.6 0.6 0.6

converged profiles 97 %	
  (376	
  of	
  385)
theoretical retrieval	
  uncertainties	
  (mean±stddev)
LWC 52±23%
REF 17±6%
degrees of	
  freedom	
  for	
  signal	
  (DOF)	
  in	
  profile	
  of
LWC	
  (normalized	
   by	
  #	
  cloud	
  layers) 29±6%
REF	
  (normalized	
   by	
  #	
  cloud	
  layers) 29±5%
temperature 2.3±0.01
absolute	
  humidity 1.6±0.04

• in	
  combination	
  with	
  wind	
  lidar	
  information,	
  analysis	
  of	
  
single-­‐layer	
  water	
  clouds	
  and	
  their	
  relation	
  to	
  
boundary	
  layer	
  dynamics	
  possible:
• water	
  clouds	
  which	
  follow	
  MLH	
  development	
  are	
  
driven	
  by	
  surface	
  heating,	
  contain	
  more	
  water,	
  are	
  less	
  
adiabatic,	
  have	
  a	
  larger	
  geometrical	
  thickness	
  and	
  
smaller	
  REF	
  than	
  clouds	
  being	
  disconnected	
  from	
  MLH
à do	
  we	
  find	
  similar	
  results	
  from	
  LES	
  simulations?

1 Synthetic data study

1.1 Retrieval performance

How good is the IPT performance in idealized conditions?
Total ♯ profiles: 389
♯ conv. prof.: 376
♯ conv. prof. CS: 1
♯ conv. prof. CL: 375
♯ no retrieval: 4
♯ abort. prof.: 9
♯ inversion error: 0
♯ too many iterations: 1
♯ neg. cost function: 0
♯ PAMTRA aborted: 3
♯ neg. abs. coef.: 5
MEAN ♯ iterations: 5.05585
Chi1 fullfilled: 367 of 385 0.976064
rel. DOF LWC MEAN/STD 29.0314 5.68130
rel. DOF REF MEAN/STD 28.7897 5.14501
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Figure 1: Scatter plots of true and retrieved LWP (left), LWC (middle) and REF (right) for
synthetic case study on May 30, 2013 at JOYCE. Values in () for profiles with LWP>10 gm−2

only.
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Are the retrieved profiles con-
sistent with the measurements?

Can the true profiles and the measurements be reproduced within the assumed uncertainties?

Figure 8: Time series of Chi-square test on y obs-y ret for synthetic case study on May 30,
2013 at JOYCE.

Figure 9: Time series of Chi-square test on x true-x ret for synthetic case study on May 30,
2013 at JOYCE.
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Figure 5: Theoretical retrieved temperature (left) and abs. humidity (right) error for syn-
thetic case study on May 30, 2013 at JOYCE.

Figure 6: Degrees of freedom for signal in temperature (left) and abs. humidity (right) profile
for synthetic case study on May 30, 2013 at JOYCE.
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Sensitivity to measurement noise

Figure	
  2.	
  Examples	
  for	
  different	
  possible	
  
Cloudnet	
  cloud	
  classifications	
  in	
  the	
  
atmospheric	
  column	
  where	
  IPT	
  currently	
  is	
  and	
  
is	
  not applied .	
  

Figure	
  4.	
  Theoretical	
  retrieved	
  temperature	
  (left)	
  
and	
  abs.	
  humidity	
  (right)	
  error	
  for	
  synthetic	
  case	
  
study	
  on	
  May	
  30,	
  2013	
  at	
  JOYCE.

Figure	
  5.	
  Time	
  series	
  of	
  Χ2	
  test	
  on	
  yIPT-­‐y	
  for	
  
synthetic	
  case	
  study	
  on	
  May	
  30,	
  2013	
  at	
  JOYCE.
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• Χ2 test	
  on	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  :	
  	
  	
  	
  	
  	
  	
  
should	
  be	
  Gaussian	
  distributed	
  

with	
  zero	
  mean	
  and	
  covariance

• here:	
  physically	
  consistent	
  solution	
  
in	
  98%	
  of	
  the	
  converged	
  cases	
  
(Fig.	
  5)

26 4. Netcdf output file and analysis of results

hypothesis tests, the acceptance of the null hypothesis and not of the alternative hypothesis
is desirable, since then the fitting of the distribution is rated as significant and thus accepted.
If the hypothesis is rejected, i.e. in cases where χ2 is large, the difference to the theoretical
Gaussian distribution is significant and the retrieval results are suspicious. Tests can be
performed for different z and corresponding Sz. For example, Sz can be δŷ, i.e the difference
between ŷ and y. δŷ should be a member of a Gaussian ensemble with zero mean and the
covariance Sδŷ (see also next section). If this is not the case, then the retrieval might have
converged to a spurious minimum. In order to check, if the difference between the data
sample and the assumed Gaussian disribution is significant at a certain significance level Si,
one needs to calculate the corresponding percentile value of the χ2 distribution with m or n
degrees of freedom, respectively, depending if the test is performed in the measurement or
state space. The Si level is set to 95%.

4.1.2 Consistency of the retrieval with the measurement

Once the iteration has converged, we must test whether it has converged to the correct answer.
With a nonlinear problem it is quite possible to find a spurious minimum of the cost function
being minimized. The test is carried out by evaluating the forward model for the retrieval,
and comparing it with the measurement. It is checked whether this difference is statistically
significant at the 95% significance level. The corresponding matrix for z = δŷ = ŷ − y is

Sδŷ = Se
(

KSaK
T + Se

)

−1
Se. (4.2)

If the test indicate a significant difference while a test on y − ya does not, then we would
expect the cause to be incorrect convergence.

4.1.3 Consistency of the measured signal with the a priori

In the nearly linear approximation, the ensemble covariance of y − ya is expected to be

Sy = KSaK
T + Se. (4.3)

with the χ2 distribution having m degrees of freedom. Departure of the actual distribution
of χ2 from the one theoretically expected may indicate non-Gaussian a priori or noise. The
presence of outliers may indicate intermittent instrument problems or unanticipated atmo-
spheric behavior. In cases of significant differences, the individual values of y − ya could
further be investigated by performing a χ2 test with one degree of freedom on each element
on y.

4.1.4 Consistency of the retrieval with the a priori

If the test before has been passed, then the next step would be to compare the retrieval with
the a priori, i.e. performing a χ2 test on x̂ − xa. This test is also valid in the moderately
non-linear approximation in the optimal case and thus of wider validity than the test 4.1.3.
The covariance can then be written as

Sx̂ = SaK
T
(

KSaK
T + Se

)

−1
KSa. (4.4)

If the χ2 test on y − ya is satisfactory, either for individual measurements or the ensemble,
and the corresponding test on x̂−xa is not, then there is a problem with the retrieval process
itself.
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Sδŷ = Se
(

KSaK
T + Se

)

−1
Se. (4.2)

If the test indicate a significant difference while a test on y − ya does not, then we would
expect the cause to be incorrect convergence.

4.1.3 Consistency of the measured signal with the a priori

In the nearly linear approximation, the ensemble covariance of y − ya is expected to be

Sy = KSaK
T + Se. (4.3)

with the χ2 distribution having m degrees of freedom. Departure of the actual distribution
of χ2 from the one theoretically expected may indicate non-Gaussian a priori or noise. The
presence of outliers may indicate intermittent instrument problems or unanticipated atmo-
spheric behavior. In cases of significant differences, the individual values of y − ya could
further be investigated by performing a χ2 test with one degree of freedom on each element
on y.

4.1.4 Consistency of the retrieval with the a priori

If the test before has been passed, then the next step would be to compare the retrieval with
the a priori, i.e. performing a χ2 test on x̂ − xa. This test is also valid in the moderately
non-linear approximation in the optimal case and thus of wider validity than the test 4.1.3.
The covariance can then be written as

Sx̂ = SaK
T
(

KSaK
T + Se

)

−1
KSa. (4.4)

If the χ2 test on y − ya is satisfactory, either for individual measurements or the ensemble,
and the corresponding test on x̂−xa is not, then there is a problem with the retrieval process
itself.

Table	
  2.	
  DOF	
  and	
  theo-­‐
retical	
  retrieval	
  
uncertainty	
  for	
  REF	
  and	
  
LWC	
  for	
  modified	
  
measurement	
  error	
  
covariance	
  matrices	
  Se.

Decimal	
  hours	
  on	
  20130530	
  /	
  UTC

Ch
i-­‐s
qu
ar
e	
  
va
lu
e	
  
fo
r	
  y

IP
T-­‐y

àexperiments	
  with	
  doubled	
  TB	
  and	
  Z	
  noise
àexperiment	
  with	
  correlated	
  TB	
  noise	
  

(correlations	
  based	
  on	
  typical	
  observed	
  values)	
  

IPT	
  temperature	
  error	
  	
  /	
  K IPT	
  	
  abs.	
  humidity	
   error	
  	
  /	
  gm-­‐3

He
ig
ht
	
  	
  /
	
  k
m

Figure	
  6.	
  Theoretical	
  
retrieved	
  temperature	
  
(left)	
  and	
  abs.	
  humidity	
  
(right)	
  erros	
  for synthetic	
  
case	
  study	
  on	
  May	
  30,	
  
2013	
  at	
  JOYCE,	
  when	
  TB	
  
noise	
  is	
  doubled	
  (dashed	
  
line)	
  and	
  correlated	
  TB	
  
noise	
  is	
  assumed	
  (dotted	
  
line).

1.3 Impact of forward model assumptions

Figure 15: Spread of rel. RMSE of LWP, LWC and REF due to differences in the assumed
and true DSD.

11

• often	
  large	
  discrepancies	
  between	
  simulated	
  
and	
  observed	
  TBs:	
  are	
  the	
  MWR	
  TBs	
  biased?

à spectral	
  consistency	
  check	
  of	
  MWR	
  TBs	
  in	
  
clear-­‐sky	
  cases:	
  are	
  TB	
  differences	
  of	
  two	
  
channels	
  in	
  expected	
  range?	
  	
  

Figure	
  9.	
  Percentage	
  of	
  tested	
  days	
  (268)	
  in	
  2013	
  where	
  the	
  
difference	
  of	
  TB	
  pairs	
  in	
  the	
  K	
  band	
  (left)	
  and	
  V	
  band	
  (right)	
  
are	
  not	
  within	
  the	
  calculated	
  2-­‐sigma	
  range	
  (see	
  Fig.	
  8).

Figure	
  11.	
  Theoretical	
  retrieved	
  temperature	
  (left)	
  and	
  
abs.	
  humidity	
  (right)	
  errors	
  for	
  synthetic	
  case	
  study	
  on	
  
May	
  30,	
  2013	
  at	
  JOYCE	
  using	
  all	
  MWR	
  frequencies	
  
(solid	
  line)	
  and	
  disregarding	
  31.4	
  and	
  51.26-­‐53.86	
  GHz	
  
(dashed	
  line).	
  

Table	
  1.	
  IPT	
  statistics	
  for	
  synthetic	
  case	
  on	
  30	
  
May	
  2013,	
  8-­‐16	
  UTC.

threshold	
   value	
  for	
  significant	
  difference	
  
at	
  5%	
  level
IPT	
  clear	
  sky	
  /	
  cloudy
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Figure 1. Examples for different possible Cloudnet cloud classifications in the atmospheric column where

the IPT can and can not be applied.

174

175

Absorption due to water vapor and oxygen is calculated with the Rosenkranz absorption model200

[Rosenkranz, 1998]. Absorption due to liquid water is computed according to Ellison [2007].201

Note, that the MWR BTs are only sensitive to T, q and LWC, but not to REF.202

In order to simulate the cloud radar reflectivities, the Passive and Active Microwave Trans-203

fer model (PAMTRA, CITATION?), which has been recently implemented in the IPT, is used.204

Input parameters to PAMTRA are LWC and REF. Note, that a droplet size distribution (DSD)205

needs to be prescribed, which is here assumed to be lognormal. The spectral width of the dis-206

tribution is set to a value of 0.38 which represents a typical value of continental stratus clouds207

[Miles et al., 2000]. From the single scattering properties using Mie theory, the radar reflec-208

tivity is obtained by integrating the back-scattering cross sections over the whole size spec-209

trum. While previous IPT versions only used empirical Z-LWC relationships in order to re-210

trieve LWC, the implementation of PAMTRA enabled the retrieval of REF, too.211

The Se matrix comprises the meaurement and forward model errors of the brightness212

temperatures and the radar reflectivities. The measurement errors of the brightness tempera-213

tures are assumed to be uncorrelated. For the K-band channels, random errors are typically214

0.4 K, and for the V-band channels 0.5 K (51 and 52 GHz) and 0.2 K (53-58 GHz).215

For the random error in Z , time- and height-dependent Cloudnet error estimates are ap-216

plied. These errors are assumed to be due to the finite signal-to-noise ratio and the finite num-217

ber of radar pulses and due to uncertainties in the gaseous and liquid attenuation correction.218

Typical values are between 0.2 and 1 dB. Note that in cases where the minimum detectable219

–8–
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Table 1. DOF for T, q, LWC and REF profiles and theoretical retrieval errors for REF and LWC for differ-

ent variances in Se. Results are based on 367 retrieved profiles for synthetic case study on May 30, 2013 at

JOYCE.
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noise TB noise Z noise TB noise

DOF

T 2.3 1.9 2.3 2.4

q 1.6 1.3 1.6 1.6

LWC / % 29.0 28.4 28.8 29.0

REF / % 28.8 28.7 28.6 28.8

theoretical IPT

error

LWC / g m−3 0.06 0.07 0.06 0.06

REF / µm 0.6 0.6 0.6 0.6

Figure 4. Theoretical retrieved temperature (left) and abs. humidity (right) errors for synthetic case study

on May 30, 2013 at JOYCE, when TB noise is doubled (dashed line) and correlated TB noise is assumed

(dotted line). Results are based on 367 retrieved profiles.
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Figure 7. Percentage of tested days (268) in 2013 where TB differences of the K band (top) and V band

(bottom) channels are not within 2-σ.
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Figure 8. Convergence and χ
2 test statistic for 11 days (18,996 profiles) in 2013 at JOYCE for differ-

ent sets of MWR frequencies. The columns indicate the percentage of the converged cases while the grey

and shaded area show the cloudy and clear-sky cases, respectively, which also passed the χ
2 test. Studies

were performed using all MWR frequencies (all) and excluding in varying combinations 23.04 GHz (K2),

31.4 GHz (K7), 51.26 GHz (V1), 52.28 GHz (V2) and 53.86 GHz (V3).

480

481

482

483

484

Excluding the 31.4 GHz channel, which most clearly revealed offset problems, improves485

a little bit the retrieval performance (Fig. 8). Even though the number of converged cases is486

reduced to 70%, 14% of the converged cases, i.e. 10% of all processed cases, are now con-487

sistent with the measurements. This is mainly due to an increase of accepted tests in cloudy488

cases, while in clear-sky cases, the performance is still poor. Only 1% of the converged clear-489

sky profiles pass the χ2 test on δyop.490

Following the results of the spectral consistency check and excluding in addition to 31.4 GHz491

also the 23.04, 51.26 and 52.28 GHz channels significantly improves the results although still492

not sufficiently. Convergence is achieved for 96% of the profiles but only 33% of the converged493

solutions satisfy the measurements. Again the percentage of physically consistent profiles is494

higher for cloudy (89% of converged cloudy profiles) than for clear-sky converged cases (23%495

of converged clear-sky profiles).496

From these tests, several conclusions can be made. First, other channels than the excluded497

ones are probably subject to offset errors. Second, the spectral consistency check is a very use-498

ful tool to identify extreme differences between channels but might not be able to reveal “mod-499

erate” offset errors. However, also small offset errors can cause problems in the retrieval ap-500

plication since they can - depending on frequency and sign of the bias - also enhance each other501
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all
frequencies

w/o	
  K7,
V1,2,3

DOF
T 2.3 2.0
q 1.6 1.4

LWC	
  (%) 29.0 28.0
REF	
  (%) 28.8 28.3

IPT	
  uncertainty
LWC	
  (gm-­‐3) 0.06 0.08
REF	
  (µm) 0.6 0.6

Results of a one-year IPT aplication at JOYCE Connection of single-layer water
clouds to boundary layer dynamics
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Figure 11. 2D-histogram of mixing-layer height (m) and cloud base height (m) of single-layer water clouds

at JOYCE in 2013. In total, 5,796 cases are included which have been attributed to 3 different regimes.

621

622

vertical velocity skewness were determined from the temporally highly resolved (1.67 s) mea-627

surements of the surrounding ±15 min interval. Mixing-layer height (MLH) detection has then628

been performed based on a threshold in vertical velocity standard deviation [Schween et al.,629

2014]. For each wind lidar measurement, we checked if a mixing-layer height had been de-630

termined and if IPT SL WC data is present within a ±2.5 min interval. If so, we sampled the631

Doppler wind lidar information as described before together with the closest (in time) retrieved632

IPT cloud properties. In total, 5,796 cases have been found in 2013 with both wind lidar data633

and IPT SL WC information available.634

When plotting MLH against CBH, distinct regimes of water clouds become visible which638

we simply separated in an ad-hoc way (Fig. 11). In regime 1, CBH seems to be clearly in-639

dependent from MLH which is very low, i.e. in the lowest 200 m. In regime 2, CBH follows640

the MLH and thus seems to be connected to the MLH development. Regime 3 lies in-between641

the other two regimes, where CBH and MLH scatter more. Also in this regime, CBH does not642

seem to be particularly related to the MLH. In order to have a closer look on these water clouds643

and their connection to boundary layer turbulence, Fig. 12 dipicts the distributions of skew-644

ness of vertical velocity and vertical velocity variance at cloud base. Looking at the skewness645

of vertical velocity, we find for regime 1 and 3 predominantly negative values with median646

–27–
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Figure 7. Percentage of tested days (268) in 2013 where TB differences of the K band (top) and V band

(bottom) channels are not within 2-σ.

450

451

–20–

Table	
  3.	
  DOF	
  for	
  T,	
  q,	
  LWC	
  and	
  REF	
  
profiles	
  and	
  theoretical	
  retrieval	
  
errors	
  for	
  REF	
  and	
  LWC	
  for	
  IPT	
  
including	
  all	
  MWR	
  frequencies	
  
and	
  without	
  31.4	
  GHz	
  and	
  51.26-­‐
53.86	
  GHz.	
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Results are based on forward calculations of 7,761 clear-sky De Bilt radiosondes.
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Figure	
  8.	
  Mean	
  TB	
  differences	
  between	
  
the	
  lowest	
  MWR	
  K	
  band	
  frequencies	
  
and	
  31.4	
  GHz	
  channel	
  (top)	
  and	
  
between	
  highest	
  MWR	
  V	
  band	
  
frequencies	
  and	
  51.26	
  GHz	
  channel	
  
(bottom)	
  based	
  on	
  forward	
  calculations	
  
of	
  7,761	
  clear-­‐sky	
  De	
  Bilt	
  radiosondes.	
  

Figure	
  10.	
  Convergence	
  and	
  χ2	
  test	
  statistic	
  for	
  11	
  days	
  
(18,996	
  profiles)	
  in	
  2013	
  at	
  JOYCE	
  for	
  IPT	
  results	
  using	
  all	
  
MWR	
  frequencies	
  (all)	
  and	
  excluding	
  in	
  varying	
  
combinations	
  23.04	
  GHz	
  (K2),	
  31.4	
  GHz	
  (K7),	
  51.26	
  GHz	
  
(V1),	
  52.28	
  GHz	
  (V2)	
  and	
  53.86	
  GHz	
  (V3).	
  

Figure	
  12.	
  Boxplots	
  of	
  cloud	
  base	
  height	
  (a),	
  geometrical	
  cloud	
  
thickness	
  (b),	
  LWP	
  (c)	
  and	
  median	
  REF	
  of	
  cloud	
  profile	
  (d)	
  for	
  all	
  single-­‐
layer	
  non-­‐drizzling	
  water	
  clouds	
  (SL	
  WC)	
  in	
  2013	
  (ALL)	
  and	
  for	
  the	
  SL	
  
WC	
  subset	
  captured	
  by	
  the	
  IPT	
  (SUBSET).	
  

Figure	
  13.	
  2D-­‐histogram	
  of	
  
mixing-­‐layer	
  height	
  (m)	
  and	
  
cloud	
  base	
  height	
  (m)	
  of	
  
single-­‐layer	
  water	
  clouds	
  at	
  
JOYCE	
  in	
  2013.	
  In	
  total,	
  5,796	
  
cases	
  are	
  included	
  which	
  
have	
  been	
  attributed	
  to	
  3	
  
different	
  regimes.	
  

Figure	
  14.	
  Boxplots	
  of	
  
skewness	
  of	
  vertical	
  velocity	
  
(a)	
  and	
  standard	
  deviation	
  of	
  
vertical	
  velocity	
  (b)	
  at	
  cloud	
  
base,	
  LWP	
  (c),	
  adiabacity(d),	
  
geometrical	
  cloud	
  thickness	
  
(e)	
  and	
  median	
  REF	
  of	
  cloud	
  
profile	
  (f)	
  for	
  the	
  SL	
  WCs	
  of	
  
the	
  identified	
  3	
  cloud	
  
regimes.	
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Table 2. DOF for T, q, LWC and REF profiles and theoretical retrieval errors for REF and LWC for IPT

including all MWR frequencies and without 31.4 GHz and 51.26-53.86 GHz. Results are based on 367

retrieved profiles for synthetic case study on May 30, 2013 at JOYCE.

521

522

523

MWR frequencies

all w/o 31.4, 51.26-53.86 GHz

DOF

T 2.3 2.0

q 1.6 1.4

LWC / % 29.0 28.0

REF / % 28.8 28.3

theoretical IPT

error

LWC / g m−3 0.06 0.08

REF / µm 0.6 0.6

Figure 9. Theoretical retrieved temperature (left) and abs. humidity (right) errors for synthetic case

study on May 30, 2013 at JOYCE. IPT with all MWR frequencies (solid line) and without 31.4 and 51.26-

53.86 GHz (dashed line). Results are based on 367 retrieved profiles.
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• IPT	
  provides	
  physically	
  consistent	
  results
• theoretical	
  unc.	
  for	
  LWC	
  and	
  REF:	
  52	
  and	
  17%
• results	
  less	
  sensitive	
  to	
  measurement	
  uncer-­‐
tainties,	
  but	
  deviations	
  of	
  assumed	
  DSD	
  from	
  
true	
  one	
  may	
  increase	
  REF	
  error	
  up	
  to	
  30%
• Χ2 test	
  on	
  yIPT-­‐y essential	
  quality	
  check
• bias	
  free	
  measurements	
  crucial	
  
à IPT	
  to	
  be	
  used	
  as	
  a	
  further	
  quality	
  check!
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Figure 10. Boxplots of cloud base height (a), cloud geometrical thickness (b), LWP (c) and median
REF of cloud profile (d) for all single-layer non-drizzling water clouds in 2013 (ALL) and for the SL WC
subset captured by the IPT (SUBSET). Note that the MWR LWP is from a multiple linear regression re-
trieval which has been offset corrected using clear-sky situations. The extent of the whiskers indicate the
smallest/largest value inside q0.25-1.5xIQR (Interquartile range) and q0.75+1.5xIQR. Symbols indicate
values which are outside of 1.5xIQR (x) and 3xIQR (diamond), respectively.

at 31.4, 51.26 and 52.28 GHz, the results are very similar
to the previous experiment where also 23.04 GHz had been
excluded. Thus, 23.04 GHz does not seem to have a criti-
cal TB offset. However, when excluding in addition to 31.4,
51.26 and 52.28 GHz, also 53.86 GHz dramatically improves
the IPT performance. For 95% of the profiles, a solution
could be found. In 68% of the converged profiles, the χ2

test is fulfilled, i.e. 93% of the converged cloudy and 64% of
the converged clear-sky profiles. Based on this good perfor-
mance rate, we decided to use this frequency setting for the
one-year application of the IPT to the JOYCE data.

Still it is not clear why 32% of the converged profiles can
not reproduce the measurements. Since this problem occurs
predominantly in clear-sky situations, it is most probably
related to further TB offset errors rather than, for example,
to a cloud/clear-sky misclassification. In order to analyse
this behaviour in more detail, regular radiosonde informa-
tion would be needed which are not available at JOYCE.

The exclusion of the 31.4, 51.26 52.28 and 53.86 GHz
channels may have a positive impact on the retrieval per-
formance in terms of convergence and physical consistency
but also a negative one with respect to DOF and theoretical
retrieval error since less measurement information is avail-
able. In order to quantify this, we repeated the synthetic
data study from section 3 with the reduced set of frequen-
cies. For all retrieval variables, the DOF is slightly reduced,
i.e. 0.3 and 0.2 DOF for T and q, respectively, and not more
than 1 percentage point for the relative DOF in LWC and
REF (Table 2). The theoretical retrieval error for LWC no-
ticeably increases by 33% which is mainly due to the missing
TB information at 31.4 GHz. The impact on the theoretical
retrieval errors of the T and q profiles can be seen in Fig. 9.
For T, the retrieval error increases in particular above 2 km
height by up to 0.3 K. The impact on the theoretical q error
is largest in the lowest 2 km with an increase of maximum
0.07 gm−3 (10%).

4.2. Results of a one-year IPT application at JOYCE

In total, 830,000 Cloudnet classification profiles are avail-
able in 2013. Since the temporal resolution of the Cloudnet
profile information is 30 s, this corresponds to 288.2 days.
Since the IPT can not be applied in certain atmospheric con-
ditions (cf. Fig. 1), the number of profiles suited to run the
IPT is reduced to 517,963. This is mainly due to profiles
with liquid and ice coexisting (on 53.3 days), melting ice

(on 50.8 days) and droplets and drizzle coexisting (on 34.2
days). Interestingly, also liquid clouds which have not been
detected at all by the cloud radar occur quite frequently
(21.8 days).

Furthermore, some other constraints hampered the IPT
application: the cloud radar was scanning from time to time
resulting in interferences with the HATPROMWRmeasure-
ments. In order to filter out spurious MWR measurements,
these scanning periods had to be excluded. Also, due to
mismatching measurement times of the various data sets,
the actual number of profiles to be analysed was further re-
duced resulting finally in 403,658 profiles. This corresponds
to 140.2 days, i.e. about half of the time covered by all avail-
able Cloudnet classification profiles. About 33% of these
profiles include cloud liquid water.

Convergence has been achieved in 88.2% of the processed
profiles. 70.6% of the converged profiles, i.e. 251,420 pro-
files, are physically consistent with the measurements as in-
dicated by the χ2 test on δyop. Looking at cloudy and clear-
sky profiles separately, this percentage of physically consis-
tent converged profiles is higher for cloudy (78.1%, 76,963
profiles) than for clear-sky (67.8%, 174,457 profiles) cases.

The set of physically consistent converged profiles can be
regarded as the best estimate for T, q, and liquid cloud
properties based on the cloud radar, MWR and a priori in-
formation. In the following we will focus on the analysis
of single-layer liquid water clouds (SL WCs) at JOYCE in
2013. We will also give an example of how these high qual-
ity data can further be used in combination with Doppler
wind lidar information to investigate the relation between
the characteristics of the boundary layer and the propeties
of SL WCs.
4.2.1. Statistics of single-layer liquid water clouds in
2013

For the SL WC analysis, we consider only clouds, which
have been detected by the cloud radar and which do not
include drizzle, mixed-phase, melting or ice particles as in-
dicated by the Cloudnet categorization product. Based on
the Cloudnet categorization, this results in 114,347 profiles
with SL WCs in 2013. 56% of these profiles, i.e. 64,103, are
captured by the IPT implying that the retrieval has been
converged and the χ2 test on δyop fulfilled. Figure 10 sum-
marizes some characteristics of SL WCs for all Cloudnet
cases (ALL) and for subset of cases captured by the IPT
(SUBSET).

It can be seen that the distribution of the cloud base
height (CBH) in the IPT subset is similar to the distribution
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Figure 12. Boxplots of skewness of vertical velocity (a) and standard deviation of vertical velocity (b)
at cloud base, LWP (c), dilution factor (d), geometrical cloud thickness (e) and median REF of cloud
profile (f) for the SL WCs of the identified 3 cloud regimes. Boxplots as in Fig. 10.

regime 1 and 3. This directly results from the definition of
MLH and the chosen threshold (here, 0.4 m s−1) to detect it:
for clouds which are above the MLH the standard deviation
of vertical velocity at cloud base is expected to be smaller
than this threshold value.

In addition to the different characteristics in ABL tur-
bulence, the clouds of the 3 regimes also show distinct
differences in cloud macro- and microphysical properties
(Fig. 12c-f). The distribution of geometrical cloud thick-
ness of regime 2 clouds is broader with a slightly larger me-

dian geometrical thickness (median: 317 m) than regime 1
and regime 3 clouds (both, median: 288 m). Also, regime 2
clouds contain more LWP (median: 58 gm−2) than regime 1
(median LWP: 41 gm−2) and regime 3 clouds (median LWP:
34 gm−2). It thus seems that surface driven convection al-
lows regime 2 clouds to have a larger vertical extent and to
contain more liquid water. There is some slight tendency
that the regime 2 clouds are less adiabatic than regime 1
clouds with a median adiabacity of 0.41 and only 40% of
the values larger than 0.5. It has to be noted that also some
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