High-resolution model evaluation with self-supervised
neural network approach targeted on severe storms
over the Alps
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3. MACHINE LEARNING METHOD 4. DATASETS

ESSL Events Location: 2021-2023 - Expats Domaln PRECIP

We adopt a self-supervised approach to classify clouds without the MSG/MTG brightness « [ ""‘,,“ s,:
%é use of labelled data. However, number of classes needs to be temperature/reflectances and derived
optimised

products: ML training

Spherical k-mean e
(Hornlk et al. 2012) ° o gl A i e mm

ICON-GLORI Model Output: evaluation o By A Bad® s e e ey

N . pseudo-label g, =it = - g B AR A —
. centroid C 5 o R T P o I TS e
" European Severe Weather Database PRl LS B i e

goal: reducing number of goal: identify class l

features el and centroid (ESWD), radar and rain gauges data:

' AV _ Feature Minimization of ] ]
- — . s T e oress are case studies selection
B ~ vector function
Z

el oo Multilayer- perceptron p=flC2) Environmental (ERA 5), Cloud (CM SAF)
e et al

goal: finding main features

backpropagation and update of the weights goal: optimization of weights

and calculation of and topography variables: cloud
parameter update Fig ). fteavy rain events location from ESWD , ranging
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5. PRELIMINARY STEPS
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Fig. 4: Snapshots of 4 MSG channels (0.6, 6.2, 10.6 Pm)
against rain rate map from the NIMROD dataset
during the July 2021 Germany Flood.
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Fig. 52 Feature space representation of cloud classes
derived from COT Images, visualized in 2D via t- environmental
SNE. Source: okatteqee et al. (202%). variables.
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(Baur et al. 2023) u
The ML framework will pinpoint the positions of
these case studies within the observation-based
feature space. Model effectiveness will be evaluated

based on how closely the identified locations align
with the actual cloud classes.
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